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ABSTRACT

Direct imaging of exoplanets is limited by bright quasi-static speckles in the point-spread function (PSF) of the
central star. This limitation can be reduced by subtraction of reference PSF images. We have developed an algorithm
to construct an optimized reference PSF image from a set of reference images. This image is built as a linear combina-
tion of the reference images available, and the coefficients of the combination are optimized inside multiple sub-
sections of the image independently to minimize the residual noise within each subsection. The algorithm developed
can be used with many high-contrast imaging observing strategies relying on PSF subtraction, such as angular dif-
ferential imaging (ADI), roll subtraction, spectral differential imaging, and reference star observations. The perfor-
mance of the algorithm is demonstrated for ADI data. It is shown that for this type of data the new algorithm provides a
gain in sensitivity by up to a factor of 3 at small separation over the algorithm previously used by Marois and colleagues.

Subject headings: instrumentation: adaptive optics — planetary systems — stars: imaging —
techniques: high angular resolution — techniques: image processing

1. INTRODUCTION

Direct imaging of exoplanets, circumstellar disks, jets, winds,
or other structures around stars is difficult due to the angular prox-
imity of the star and the very large luminosity ratios involved. Cur-
rent attempts, both from the ground with adaptive optics (AO) and
from space, are limited by a swarm of bright quasi-static speckles
that completely mask out the faint planets or structures that are
sought after (Schneider & Silverstone 2003; Biller et al. 2004;
Marois et al. 2005; Masciadri et al. 2005). These speckles are
caused mainly by imperfections in the optics and are long-lived,
hence the “quasi-static” appellation. As the exposure time is in-
creased, the quasi-static speckles add coherently, and their intensity
eventually becomes dominant over signals that add incoherently,
such as sky or read noise and general (nonstatic) speckles.

This problem is more important closer to the star, as the rela-
tive speckle intensity is higher there, and the size of the region in
which the noise is dominated by quasi-static speckles will depend
on the exposure time, the sky and read noise levels, the telescope
and camera used, the target brightness, etc. For example, the ob-
servations of Masciadri et al. (2005) obtained at the Very Large
Telescope are limited by speckles only at subarcsecond separa-
tions, while in the search for planets on wide orbits that we are
currently carrying out at the Gemini telescope (D. Lafreniére et al.
2007, in preparation), the observations, which use longer individ-
ual exposure times (30 s), are typically limited by quasi-static
speckle noise out to separations of ~5”—10". Quasi-static speckles
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even dominate the noise at separations well past 10” in the ob-
servations of the bright star Vega obtained by Marois et al. (2006)
at the Gemini telescope; this also appears to be the case for similar
observations obtained on the Keck and Palomar 5 m telescopes
(Macintosh et al. 2003; Metchev et al. 2003). At a given angular
separation, no gain in contrast is achieved by increasing the expo-
sure time once the noise is dominated by quasi-static speckles.

When this regime is reached, it is possible to subtract the quasi-
static speckles using reference point-spread function (PSF) images.
A reference PSF image is any image whose subtraction from the
target image would reduce the signal from the speckles while pre-
serving that of the object sought after. For example, reference PSF
images can be obtained from observations of reference stars or
from observations of the target itself obtained at different field-of-
view orientations (e.g., Schneider & Silverstone 2003), wavelengths
(e.g., Racine et al. 1999), or polarizations (e.g., Kuhn et al. 2001).

Obtaining a reference PSF image highly correlated with the
target image is a difficult task because even though quasi-static
speckles are long lived, they still vary with time due to tempera-
ture or pressure changes, mechanical flexures, guiding errors, or
other phenomena (Marois et al. 2005, 2006). On the other hand,
even when a reference PSF image is acquired simultaneously
with the target image at other wavelengths or polarizations, differ-
ential aberrations within the camera decorrelate the PSFs (Marois
et al. 2005; Lenzen et al. 2004). Thus, when trying to subtract
speckles one must always work with slightly decorrelated refer-
ence PSF images, and the specific way in which the available
data are used to perform the subtraction may have a significant
impact on the speckle noise attenuation achieved. This paper pres-
ents a way of combining reference PSF images to optimize the
noise attenuation. In particular the algorithm is applied to angular
differential imaging (ADI; Marois et al. 2006), which is currently
one of the most efficient quasi-static speckle suppression tech-
niques for ground-based observations. Although emphasis is given
to point-source detection throughout the paper, the algorithm can
be optimized to search for any other structure in the close vicinity
of a star.

The new reference PSF construction algorithm is presented in
§2. Then areview of ADI and the algorithm used by Marois et al.
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(2006) is presented in § 3. In § 4, the new algorithm is applied to
ADI and its performance is presented. The possibility of using
this algorithm with other observing strategies is finally discussed
in§ 5.

2. REFERENCE PSF CONSTRUCTION BY LOCALLY
OPTIMIZED COMBINATION OF IMAGES

Consider a single target image, from which speckles are to be
subtracted, and suppose that N reference PSF images are avail-
able for this purpose. The heart of the algorithm described here is
to divide the target image into subsections and to obtain, indepen-
dently for each subsection, a linear combination of the reference
images whose subtraction from the target image will minimize the
noise. By optimizing the weights given to the N available refer-
ence PSF images according to the residual noise obtained, this
approach produces a representation of the target PSF image that
is better than any predefined combination of the reference PSF
images. Furthermore, it is advantageous to optimize the coeffi-
cients of the linear combination for subsections of the image be-
cause the correlation between the target and the reference PSF
images generally varies with position within the target image. We
refer to the algorithm described here as “locally optimized com-
bination of images,” or LOCL

The coefficients used for subtraction of the speckles within sub-
section ST of the target image are determined by a minimization
of the noise within a generally larger, so-called optimization sub-
section O”, which encompasses S”. The corresponding optimi-
zation subsections in the reference PSF images are denoted O”,
n=1,...N.

To achieve the optimal noise attenuation everywhere in the
target image, ideally one would want to optimize the coefficients
for subsections S7 that are as small as possible, ultimately con-
sisting of a single pixel. In practice, to avoid a computationally
prohibitive repetition of the algorithm, one uses subsections that
contain many pixels, within which the same linear combination
of reference images is used.

While the size of the subsection S7 is limited by computation
resources, the size of O7 is determined by the need to preserve
the signal from any point source sought after. From the point of
view of the algorithm described below, a point source in O is a
residual that it tries to minimize and will partially subtract. The
amount of partial subtraction depends on the fractional area of
OT that is occupied by the point source. So even though smaller
optimization subsections lead to a better noise attenuation, they
also lead to a larger subtraction of the signal of the point sources
sought after. Thus, the size of OT must be properly determined
and the amount of partial subtraction of point sources must be
well characterized. The area A of the optimization subsection is
determined by the parameter N, through the expression

A _NA7T<%>2, (1)

where W is the full width at half-maximum (FWHM) of the PSF;
N4 thus corresponds to the number of “PSF cores” that fit in the
optimization subsection.

If the set of reference PSF images contains target images, it is
necessary to construct the optimized PSF to be subtracted from a
given subsection S” by using only the subset of these images in
which a companion point source appearing in S would be dis-
placed by at least a distance 6y, or would have an intensity smaller
by at least a factor of o with respect to its position or intensity in
the image from which speckles are to be subtracted. In other

words, this subset includes all reference PSF images of index
k€K, where

K ={ke[L,N]:|rx —rr| > bmin V fi/fr <o}, (2)

where ry is any field position in the subtraction subsection of
the target image and r; the corresponding position in image £,
while f;/fr is the intensity ratio in those images of any compan-
ion sought after. If the set of reference PSF images does not
contain target images, then K = {1,. . .,N}. The parameters
Omin and o, when applicable, affect both the speckle noise atten-
uation and the amount of partial subtraction of point sources,
similarly to N4. The best values to use, which depend on the
type of data being analyzed and the level of correlation between
the target and reference images, may be determined from a com-
parison of the results obtained with different values (see § 4.1).
For the remainder of this section, it is assumed that values for
Ny, 6min, and « have been selected by the user.

The reference PSF for the optimization subsection is then con-
structed according to

of =" c*o*, 3)

kek

where the coefficients c* are to be determined by the algorithm.
They are computed by minimizing the sum of the squared re-
siduals of the subtraction of OF from O, which is given by

o =m0 -0y’ Sm(or - zo) @

i

where i denotes a pixel in the optimization subsection and m is a
binary mask that may be used to ignore some pixels. The quan-
tity to minimize is a sum and can be biased by cosmic-ray hits or
bad pixels if they have not been properly corrected or filtered
before the algorithm is used. When bad pixels remain in the im-
age, the bias can be completely remedied by setting the mask m
to zero for these pixels. The fraction of pixels affected is gener-
ally small and their exclusion from the computation of the re-
siduals has practically no impact on the solution found. The
minimum of o2 occurs when all its partial derivatives with respect
to the coefficients c* are equal to zero, i.e., when

2 .
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Reversing the summation order and rearranging the terms we
find

ch<2mi0ij0i]‘>22mi0[jOiT, VjieK. (6)
k i i

This is a simple system of linear equations of the form Ax = b
where

A =Y m0lOf, xy=c* b=> mo/o]. (1)

Solving this system gives the coefficients ¢ needed to con-
struct the optimized reference PSF image for the subsection S 7.
By construction, assuming that all the O* are linearly indepen-
dent, the matrix A is always invertible. Thus, the system always
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has a unique solution, meaning that for the given optimization
subsection and set K the solution found leads to an absolute min-
imum of the residuals. Finally, using the set of optimized co-
efficients, the optimized reference PSF image subsection to be
subtracted from S7 is constructed as

SR="3"cksk, (8)

kekK

where S* denotes the corresponding subtraction subsection in
the reference PSF image k.

3. REVIEW OF ANGULAR DIFFERENTIAL IMAGING

The ADI technique, as detailed in Marois et al. (2006), con-
sists in acquiring a sequence of many exposures of the target using
an altitude/azimuth telescope with the instrument rotator turned
off (at the Cassegrain focus) or adjusted (at the Nasmyth focus) to
keep the instrument and telescope optics aligned. This is a very
stable configuration and ensures a high correlation of the sequence
of PSF images. This setup also causes a rotation of the field of
view (FOV) during the sequence. For each target image in such
a sequence, it is possible to build a reference image from other
target images in which any companion would be sufficiently dis-
placed due to FOV rotation. After subtraction of the reference
image, the residual images are rotated to align their FOV and co-
added. Because of the rotation, the PSF residual speckle noise
is averaged incoherently, ensuring an ever improving detection
limit with increasing exposure time.

In building a reference image, a compromise has to be reached
between the quasi-static speckle noise correlation, which is high-
est for the shortest time delays between images, as shown in Fig-
ure 2 of Marois et al. (2006), and the need to ensure a sufficient
companion displacement. The minimum time delay 7, between
an image and those which can be used as references decreases as
the inverse of the angular separation. Accordingly, it is possible to
use images more closely separated in time to build the reference
image at larger angular separations.

In the speckle subtraction algorithm used in Marois et al. (2006,
see their § 5.2 and their Table 2), the first step is to subtract the
median of all the images from each individual image. Each target
image is then broken into many annuli to reflect the dependence of
Tmin ON the distance from the center of the PSF. A reference image
is obtained within each annulus by median combining the four
images obtained closest in time but at least 7, from the target im-
age. The intensity of this reference image is also scaled to mini-
mize the noise after reference subtraction. All the resulting images
are then rotated to align their FOV, and a median is taken over
them.

4. APPLICATION OF THE LOCI ALGORITHM
TO ANGULAR DIFFERENTIAL IMAGING DATA

4.1. Definition of the Arbitrary Parameters Specific to ADI

As mentioned in § 2, some parameters must be chosen by the
user before the algorithm is used. For ADI data, as images are
generally acquired in a single bandpass, the parameter o does not
apply. On the other hand, the area and shape of the subtraction
and optimization subsections must be defined, as well as the min-
imum displacement &, between sources in the target and refer-
ence images.

The dependence of 7, on angular separation suggests the use
of annular geometry for the subtraction subsections. These sub-
sections are obtained by further dividing the annuli azimuthally
to reduce their spatial extent, which enables a better fit of local
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PSF variations as explained above. Since 7y, is proportional to
1/r, the set of images that can be used to construct a reference
PSF changes rapidly with radius at small separation, and it is best
to use narrow subsections at small radii to ensure that the largest
possible set of reference PSF images is used at any separation.
The subtraction subsections S” are described by their inner radius 7,
mean angular position ¢, radial width dr, and angular width A¢.

The optimization subsections O share the same inner radius,
mean angular position, and angular width as their corresponding
subtraction subsection. As explained in § 2, the area A of the op-
timization subsections has to be chosen to maximize noise atten-
uation while minimizing point-source subtraction. For an annular
subsection O7 of inner radius 7, radial width Az, and azimuthal
width (r + Ar/2)A¢,

A= Ar(r+ Ar/2)A¢. 9)

We define the ratio of the radial and azimuthal widths of the
optimization subsections as

Ar B Ar?
(r+Ar/2)A¢ 4

9= (10)

Then by equation (1), Ar and A¢ are uniquely determined by
the parameters g and N4 and the PSF width W:

N2
Ar = \/%, (11)

(g 2r g !
A¢_(E+W m) . (12)

The optimization subsections were chosen not to be centered ra-
dially on the subtraction subsections but to extend to larger radii
because, in the optimization, the radial dependence of the PSF
noise gives more weight to the inner pixels, i.e., to the pixels in
ST . Figure 1 shows an example of subsections that can be used
with this procedure.

For ADI data, the set of target images is the same as the set of
reference PSF images. The subset of images that can be used as
references for a given subsection S of a given target image de-
pends on the parameter O, introduced in § 2, whose value is set
by the parameter Ns through the expression

Omin :N6W+rd9n7 (13)

where d6,, is the angle of FOV rotation that occurred during ex-
posure n. The last term of the expression above represents the
azimuthal smearing of an off-axis point source that occurs dur-
ing an exposure due to FOV rotation. The parameter N represents
the minimum gap allowed, in units of the PSF FWHM, between a
source position in image » and the corresponding positions in the
images used as references.

The values of Ny, g, dr, and N that maximize the sensitivity to
faint point sources will be determined in the next section using
real data.

4.2. Parameter Determination

Observations of the star HD 97334b (GO V, H = 5) were used
to determine the values of the algorithm parameters. These ob-
servations are part of the Gemini Deep Planet Survey (GDPS;
D. Lafreniere et al. 2007, in preparation), which is an ongoing direct
imaging search for Jupiter mass planets on large orbits (>40 AU)
around young nearby stars (~100 Myr, <35 pc). This particular
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Fic. 1.—Example of subtraction (shaded in gray) and optimization (delimited by thick lines) subsections for ADI using the procedure of § 4.1. The left and right panels
show the subtraction and optimization subsections for the 1st and 13th subtraction annuli, respectively. In the right panel, the first 12 subtraction annuli (of width dr) are
marked by thin lines; dr increases with separation in this specific example. The central circle (cross-hatched region) represents the saturated region.

data set consists in a sequence of 90 30 s images in the CHy4-short
(1.58 pum, 6.5%) filter obtained with ALTAIR/NIRI at the Gemini
North telescope (program GN-2005A-Q-16). The £/32 focal
ratio of the camera and 8 m primary mirror diameter lead to
0.022" pixel~!. The images are saturated inside a radius of ~0.7"
from the PSF center. Short unsaturated exposures were acquired
before and after the saturated sequence to calibrate photometry
and detection limits. The corrected PSF FWHM was measured
to be 3.4 pixels, or 0.074”, and the Strehl ratio was ~16%. The
Cassegrain rotator was fixed during all observations. Basic image
reduction and registering was done as in Marois et al. (2006).
The same procedure was used for optimizing each of Ny, Ny,
g, and dr. First, the unsaturated PSF image was used to introduce
artificial point sources into the images at angular separations in
the range 50-300 pixels (274/D-1604/D) in steps of 5 pixels
(2.754/D). Each artificial source was smeared according to its
displacement during an integration, and its intensity was set so
that its signal-to-noise ratio (S/N) would be ~10 in the final re-
sidual combination. Next, a symmetric radial profile was sub-
tracted from each image to remove the seeing halo. Then the
subtraction algorithm was run on the sequence of images with a
range of values for the parameter under consideration. Finally,
the noise and the flux of each artificial point source in an aperture
diameter of one FWHM were measured in the residual image.
This process was repeated 50 times by placing the artificial sources
at different angular positions each time. The trial values for the
optimization of each parameter are listed in Table 1. For dr either
a fixed value is used throughout the image or we use one that

TABLE 1
PARAMETER VALUES USED FOR OPTIMIZATION

Parameter Trial Values Adopted Value
0.25, 0.5, 0.75, 1.0, 1.5, 2.0 0.5
50, 100, 150, 300, 500 300
0.5, 1.0, 2.0 1.0

1.5,3,6,9, 15, (1.5-15)° (1.5-15)°

* We use dr = 1.5 for separations less than 604/D and dr = 15 for larger
separations.

varies from 1.5 to 15 in units of the PSF FWHM. The optimal
value of a parameter was determined recursively, with the values
of the other parameters set first to the medians of the values listed
in Table 1 and then to their most recently determined optimal
value except for dr set at a fixed value of 1.5. The results are
shown in Figures 2-5.

As can be seen in Figure 2, the minimum spacing has little
impact on the recovered flux at separations Z1004/D, where
~80%—90% of the flux is recovered independently of Ns. How-
ever, at small separations the effect is important and significant
loss in signal occurs, particularly for the smallest minimum dis-
placements. This is because the fraction of images in the subset K
for which the point source partially overlaps that in the target im-
age is greater for smaller separations, where linear motion of the
point source is slower. The best overall S/N is obtained with
Ns = 0.5, for which the loss in the recovered flux is more than
compensated by the improvement in quasi-static speckle noise
attenuation.

Figure 3 shows that the residual signal of point sources is
strongly dependent on the size of the optimization subsections,
as expected from the discussion in § 2. When N, is too small, the
gain in attenuation is not sufficient to compensate for the larger
point-source subtraction and lower S/Ns are obtained, especially
at large separations. On the other hand, when N is too large, the
quasi-static speckles are not subtracted as efficiently at small
separations and lower S/Ns result. A value of Ny, = 300 provides
the best overall S/N.

The parameter g has little effect on the performance (see Fig. 4),
although for angular separations <504/D regions more extended
radially (g = 2) fare slightly better than regions more extended
azimuthally. Nevertheless, we adopt g = 1 as the optimal value.

Finally, Figure 5 shows that at small separations (<604/D), a
dr Z 6 leads to a lower S/N because it poorly matches the evo-
Iution of i, with separation, as expected. Since a larger dr leads
to a faster execution of the algorithm, because fewer subtraction
subsections are required to cover the entire image, we use as the
optimal value a dr equal to 1.5 for separations less than 601/D
and 15 for larger separations.

The optimal parameter values may vary slightly from those
found above for other sets of data depending on the telescope,
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Fic. 2.—Average residual intensity of the artificial point sources normalized to their initial intensity (fop) and their S/N (bottom) as a function of angular separation, for
different values of Ns. The solid, dotted, dashed, dot-dashed, double-dot—dashed, and long-dashed curves are for N5 = 0.25, 0.5, 0.75, 1.0, 1.5, and 2.0, respectively.
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Fig. 3.—Average normalized residual intensity (fop) and S/N (bottom) as a function of angular separation for different values of N4. The solid, dotted, dashed, dot-
dashed, and double-dot—dashed curves are for Ny = 50, 100, 150, 300, and 500, respectively.
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instrument, seeing, FOV rotation rate, target brightness, etc. They
are optimized here for a specific set of data only to illustrate the
potential of the LOCI algorithm for ADI. For all computations that
follow, the optimal values listed in Table 1 are used.

4.3. Point-Source Photometry

Since the algorithm significantly reduces the flux of point
sources, especially at small separations, it is important to verify
that the true flux can be recovered accurately and that the uncer-
tainty on this value can be well determined. The algorithm was
run on the sequence of images, with artificial companions of
various intensities added at all angular separations in the range
50-300 pixels (27A4/D—-1604/D) by steps of 5 pixels (2.751/D).
Four intensities were used, yielding S/N of 3, 6, 10, and 25 in the
final residual image. This process was repeated 50 times with the
sources at different azimuthal positions. The mean normalized
residual source intensities and residual intensity dispersions over
the 50 azimuthal positions were then computed, and the results
are shown in Figure 6.

The top panel of Figure 6 shows that the normalized residual
intensities do not vary with the intensity of the sources; i.e., the
fraction of the signal of a source that is subtracted by the algo-
rithm is independent of the source brightness. Hence, a normal-
ized residual intensity curve obtained by implanting artificial
point sources of a given brightness can be used to calculate the
true flux of sources of any brightness and to correct the detection
limit curve computed from the variance of the residual noise.

The bottom panel of Figure 6 shows that the noise measured
in the residual image is an adequate measure of the uncertainty
on the intensity of sources at 10 ¢ or less. For brighter sources
(~25 o), the uncertainty is slightly larger for small separations.
This is probably due to the larger bias introduced by brighter

point sources and the more important dependence of the amount
of partial subtraction on the specific PSF structure underlying the
point source in regions strongly dominated by quasi-static speckle
noise. Thus, the noise in the residuals may be used as the uncer-
tainty on the flux for most sources, but it may be necessary to carry
out an analysis using artificial point sources for brighter sources at
small separations.

4.4. Comparison with Previous Algorithm

A comparison of the LOCI algorithm with that used by Marois
et al. (2006) is presented. Artificial point sources were added
to the images at several separations in the range 40—-500 pixels
(22A/D-275A/D) by steps of 5 pixels (2.754/D). The intensities
of the artificial sources were adjusted to yield a final S/N ~ 10
with the LOCIT algorithm. Both subtraction algorithms were then
run on the images. This was repeated 25 times with the artificial
sources at different azimuthal positions. The mean residual inten-
sity and S/N over the 25 azimuthal positions were then computed
for each algorithm and separation. The results are shown in Fig-
ure 7. At all separations, the LOCI algorithm yields a S/N that is
better than or equal to that obtained with the algorithm of Marois
et al. (2006). The gain is highest at small separations, where it
reaches a factor of ~3, and steadily decreases for larger separa-
tions. The decrease is most likely due to the increasing relative
importance of sky background noise. A comparison of the resid-
ual image of the two algorithms is shown in Figure 8; the lower
level of noise of the LOCI algorithm is clearly visible. The new
algorithm yields a better attenuation because it can adapt more
easily to temporal and spatial variations of the PSF quasi-static
speckle pattern by using all the images available with proper
weights (the coefficients) and optimizing the reference image
combination in smaller subsections.
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shown with a (—5, +10) intensity range. Each panel is 6.5" x 3.25". The images have been convolved by a circular aperture of diameter equal to . The saturated region at
the center of the PSF is masked out.
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Fic. 9.—Noise attenuation resulting from the entire ADI process (fop) and a single reference image subtraction (bottom). The noise attenuation is defined as the ratio of
the noise in the target image over that in the residual image; the noise is computed as the standard deviation of the pixel values inside an annulus of width ~1 PSF FWHM.
The dashed and solid lines are for the algorithm of Marois et al. (2006) and the LOCI algorithm, respectively. The attenuations have been corrected for the partial
subtraction of point sources. Before computation of the initial noise level, a 7 x 7 PSF FWHM median filter was subtracted from the images to remove the low spatial

frequency structures that do not prevent point-source detection.

The subtraction algorithms were then applied to the original
sequence of images, i.e., without artificial sources, to compare the
quasi-static speckle noise attenuation they provide and the de-
tection limits they achieve. The quasi-static speckle noise atten-
uation is shown in Figure 9; a single subtraction using the LOCI
algorithm provides an attenuation of ~10—12 at separations of
1”"-3". The formulation of a simple and universal criterion for
speckle-limited point-source detection is usually complicated be-
cause the distribution of speckle noise is non-Gaussian (Schneider
& Silverstone 2003; Aime & Soummer 2004; Marois 2004;

Fitzgerald & Graham 2006); it possesses an important tail at
the higher end. However, ADI leads to residuals whose distri-
bution closely resembles a Gaussian; this is studied in more de-
tail elsewhere (C. Marois et al. 2007, in preparation). This was
indeed verified for the data presented here (see Fig. 10); a few
events above a Gaussian distribution are seen only at the small-
est angular separations. A 5 ¢ threshold is thus adequate for
estimating detection limits. The final 5 o detection limits in dif-
ference of magnitudes reach 13.9, 16.1, and 16.9 at angular sep-
arations of 1”, 2", and 3”, respectively (see Fig. 11). The speckle

—
<

—
o
S
T

Probability density
S 3

—
o
&

2

6 —4

-2 0 2

6

—4

-2 0 2

-6 -4 -2 0

(Pixel value)/c (Pixel value)/c (Pixel value)/c

Fic. 10.—Statistical distributions of the pixel values of one original S/N image after subtraction of a radial profile (dotted line) and of the final S/N residual image (solid
line) obtained with the LOCI algorithm. From left to right, the three panels are for angular separations of 254/D, 504/D, and 1504/D, respectively. Both images have been

convolved by a circular aperture of diameter equal to #, and annuli of area equal to 50007( W /2)? were used to obtain the distributions at each separation. The continuous
solid curve shows a Gaussian distribution of unit standard deviation.
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Fi. 11.—Point-source detection limit. The dashed and solid lines are for the algorithm of Marois et al. (2006) and the LOCI algorithm, respectively. The detection
limits have been corrected for the partial subtraction of point sources, for the anisoplanatism observed with ALTAIR, and for the slight smearing of point sources during an

exposure due to FOV rotation.

noise attenuation and the detection limits have been properly cor-
rected for the partial loss of signal of point sources as measured
from the residual signal of artificial sources.

Comparison of the two algorithms were made using a few dif-
ferent observation sequences, and similar results were obtained
every time.

5. CONCLUSION

An algorithm to construct an optimized reference PSF image
used to subtract the speckle noise and improve the sensitivity to
faint companion detection was developed and tested. For a given
target image limited by speckle noise, the algorithm linearly com-
bines many reference PSF images such that the subtraction of this
combination from the target image minimizes the speckle noise.
Optimization of the coefficients of the linear combination is done
for multiple subsections of the image independently, and the pro-
cedure ensures that the minimum residual noise is reached within
each subsection. The application of the algorithm to ADI yielded a
factor of up to 3 improvement at small separations over the al-
gorithm used in Marois et al. (2006).

The algorithm presented in § 2 is general and can be used with
most high-contrast imaging observations aimed at finding point
sources. In particular, it can be used with a sequence of images of
the target itself obtained at different FOV orientations (ADI, roll
subtraction for HST [Schneider & Silverstone 2003], ground-
based observations with discrete instrument rotations, etc.), with
images of the same target at different wavelengths (simultaneous
spectral differential imaging [SSDI; Racine et al. 1999; Marois et al.
2000] or nonsimultaneous spectral differential imaging [ NSDI |
with, for example, a tunable filter), or with images of reference
stars acquired with the same instrument in a similar configuration.

The latter could be particularly interesting for HST for which the
PSF is more stable than at any ground-based telescope and for
which suitable observations of reference stars may be readily re-
trieved from the archive. This should also be the case for the James
Webb Space Telescope (JWST ), whose temperature is expected to
be much more stable as a result of its more stable environment.
Future ground-based instrumentation designed specifically for
finding exoplanets will have a small FOV, rendering SSDI ineffi-
cient to detect planets whose spectrum has no steep feature and
ADI inefficient because of the very long time baseline required for
sufficient rotation. For such cases, discrete instrument rotations
may be critical and the algorithm developed here could be used
directly. The Fine Guidance Sensor on board JWST (Rowlands
et al. 2004a), which will include a tunable filter imager (Rowlands
et al. 2004b) and coronagraph (Doyon et al. 2004), is a very in-
teresting prospect for NSDI. Again, the algorithm developed here
could be applied directly to this case.
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